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Abstract

How and why do incentive levels affect strategic behaviour? This paper examines an
experiment designed to identify the causal effect of scaling up incentives on choices,
beliefs, and response times in dominance-solvable games. Higher incentives increase
action sophistication and decrease mistake propensity, while beliefs become more
accurate, and response times longer. We provide evidence that higher incentives
increase cognitive effort, as proxied by longer response times, which in turn is
associated with improved performance and predicts choice sophistication and belief
accuracy. Overall, the data lend support to both payoff-dependent mistakes and
costly reasoning models.
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1. Introduction
Deviations from Nash equilibrium and rationalisable behaviour are well-documented, both within
and across games. Within-game evidence suggests systematic departures from Nash predictions,
including substantial proportions of non-rationalisable and even dominated choices. Across games,
existing evidence largely focuses on how increasing relative incentives for a player to choose a given
action increases its observed frequency.1 This evidence has spurred the development of new be-
havioural models for strategic settings, incorporating limited reasoning ability, as in level-k (Nagel,
1995; Stahl and Wilson, 1995) and cognitive hierarchy (Camerer et al., 2004), mistakes as in quantal
response equilibrium (McKelvey and Palfrey, 1995), or face cognitive costs, as in endogenous depth
of reasoningmodels (Alaoui and Penta, 2016) and sequential sampling equilibrium (Gonçalves, 2024).

Given the cognitive demands of strategic decision-making — requiring individuals to understand the
environment, anticipate others’ actions, and determine their own best response — incentive levels
can significantly impact behaviour. In non-strategic decisions, higher incentives or stakes typically
increase effort and improve choices in simple problems (Dean and Neligh, 2022; Caplin et al., 2020).2

In strategic settings, what makes a choice ‘better’ depends on others’ behaviour, which renders the
effect of incentives on behaviour ambiguous.

Existing models suggest twomechanisms through which incentive levels may operate on behaviour.
On the one hand, higher incentives make mistakes more costly and, consequently, more infrequent
— as in quantal response equilibrium. On the other hand, higher incentives may also encourage
greater cognitive effort, leading to different beliefs about others and thus different choices — as in
costly reasoning models.

Despite this, the literature lacks clearly identified evidence of how incentive levels affect strategic
behaviour and of which mechanisms are at play. While increasing overall incentives (scaling up
payoffs) can lead to greater action sophistication (e.g. McKelvey and Palfrey, 1992; Rapoport et al.,
2003; Camerer, 2003), it remains unclear how much of this effect is attributable to a player’s own
incentives, their opponents’ reaction to the player’s incentives, or the opponents’ incentives, much
less what mechanisms drive these changes.

This paper experimentally examines the causal effect of incentive levels on both choices and beliefs
in dominance-solvable games. Focusing on dominance solvable games, we show that higher own
incentive levels lead to more sophisticated behaviour and a higher best-response rate to reported
beliefs. Higher own incentives also lead tomore accurate beliefs being formed. Finally, higher incen-
tives significantly increase response time, which we find to be positively associated with expected
1See, amongmany others, McKelvey and Palfrey (1992), Goeree andHolt (2001) and Costa-Gomes andWeizsäcker (2008).
Camerer (2003) presents on early overview of experimental evidence.

2The evidence is nuanced though; for instance, recent evidence by Enke et al. (2023) shows that higher incentive levels
does increase response time — a proxy for exerted effort — but performance increases only in simple enough tasks.
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payoffs, as well as both action and belief sophistication.

Our design separately identifies the effects of own and opponent’s incentive levels using the re-
placement method (Alaoui et al., 2020). In short, payments are binarised and we use two baseline
treatments where participants and opponents have identical incentives (high or low), and two fur-
ther treatments where participants face opponents from the baseline treatments but with different
incentives. This allows us to vary a participant’s own incentives while holding their opponent’s
choices and incentives fixed, and resolving uncertainty about opponents’ incentives.3 Participants’
actions do not affect their opponents’ payoffs, maintaining symmetric strategic incentives across
treatments and minimising the influence of other-regarding preferences. Incentive levels are ma-
nipulated by randomly assigning participants to high or low bonus treatments, scaling absolute
incentives without affecting relative incentives.

We consider two two-player dominance-solvable games in which actions are linearly ordered by
iterated dominance. One game is arguably ‘simpler’ than the other in that it takes fewer steps of
iterated elimination of strictly dominated actions to reach the dominance solution. In both games,
level-k actions are identified in a manner that is robust to risk attitudes and there are clear compara-
tive statics predictions for logit quantal response equilibrium (uniquely defined), endogenous depth
of reasoning, and sequential sampling equilibrium. The games share a number of features with stan-
dard dominance-solvable games (such as 11-20, undercutting games, and ring games), which enable
us to relate our results to the existing literature. To keep incentives per game high-powered, we
focus on initial responses and use a single incentivised round. We then obtain a 2×2×2 between-
participant design with random assignment, in which over 800 participants recruited online play
only one game and only once.

Our first set of results pertains to choices. We show that higher own incentives increase sophisti-
cation and decrease mistakes. Dominated actions are less frequent, and choices become less noisy
and stochastically shift towards more sophisticated actions. In line with models of stochastic choice,
actions with higher expected payoffs are played more often, and choices become more responsive
to payoff differences with a higher scale of incentives. Higher opponents’ incentives have a smaller,
non-significant effect on choice sophistication.

Our second set of results examines beliefs. With higher incentives, beliefs shift toward predicting
more sophisticated actions: participants expect level-1 and level-2 actions being played more often
and dominated actions less often — which does happen. Consistently, belief accuracy also increases
with higher own incentives. However, while beliefs tend to predict the comparative statics correctly,
they do become more biased when opponents’ incentives are higher; this is likely because choices
by opponents with lower incentives are noisier and closer to uniform, hence easier to predict. Thus,
3Specifically, this simple setup not only resolves participants’ beliefs about their opponents’ incentive level, it also
informs them of the incentive level of their opponents’ opponents and so on.
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own and opponent incentives have opposing effects on belief accuracy.

Our last set of results considers response times, a proxy for cognitive effort. By increasing the
marginal benefit to reasoning, own incentive levels may affect beliefs (and therefore choices), as
predicted by models in which players engage in a cost-benefit analysis of reasoning such as in en-
dogenous depth of reasoning or in sequential sampling equilibrium. Similarly to existing literature
(Caplin et al., 2020; Alós-Ferrer and Buckenmaier, 2021; Frydman and Nunnari, 2023, e.g.), we proxy
for cognitive effort by examining response time data and find that higher own incentive levels in-
crease response time by more than 40%. Additionally, longer response times are associated with
better empirical performance, that is, higher payoffs.

Finally, we explore how response times relate to both actions and beliefs. We find that, controlling
for incentives and individual characteristics, participants who take longer believe their opponents
are more sophisticated and choose more sophisticated actions, but don’t necessarily believe more
strongly that the dominance solution is chosen when it is not. In particular, longer response times
are associated with believing in a higher frequency of play for the level-1 and level-2 actions, the
latter of which corresponds to the modal action in both games regardless of whether it corresponds
to the dominance solution (as in the simpler game) or not (as in the more complex game). This is
consistent with Alós-Ferrer and Buckenmaier (2021), where longer response timesmake higher-level
choices more likely.

We conclude with a critical discussion of our findings. Our manipulation of incentive levels was
financial and we strove to design an experiment and recruit participants for which these were the
main motivation. Nevertheless, higher incentive levels should be understood more broadly, extend-
ing to the intensity of motivations.4 The fact that action sophistication and belief accuracy increase
in the simpler game, but less so or not at all in the more complex game, suggests that the effect of
incentives depends on environmental complexity. This highlights that there are natural limits to
the effects of higher incentives: in many cases, no matter how much effort is exerted, arbitrarily
high incentives will not lead to ‘rational’ behaviour. If anything, the Yerkes-Dodson ‘law’ (Yerkes
and Dodson, 1908) would suggest that unfamiliar or extreme levels of incentives can deteriorate
performance, as identified by Ariely et al. (2009) and Enke et al. (2023).

Taken together, our results suggest incentive levels increase action sophistication both by increas-
ing the incentive to reason further and form better beliefs and by decreasing the propensity to make
mistakes. If the belief that very high incentives can lead to outstanding performance has been dis-
puted, our findings caution against the other polar extreme of positing that higher incentives have
no impact on behaviour.
4Oftentimes stronger financial motivations do crowd out other kinds of incentives, which we find no evidence of. In the
appendix, we include an examination of other-regarding preferences, which seem to not play a role in our results.
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1.1. Related Literature

Our paper contributes to the study of strategic sophistication in games, of how incentives relate to
performance and mistakes in games, and of how response time relates to choices.

Strategic Sophistication. There is longstanding evidence that different individuals seem to exhibit
different levels of strategic sophistication, which helps explain deviations from Nash equilibrium
predictions. This is the case in dominance-solvable games — such as beauty contests (Nagel, 1995),
undercutting games (Costa-Gomes and Crawford, 2006), and ring games (Kneeland, 2015) — but also
in games that are not dominance-solvable (see e.g. Arad and Rubinstein, 2012; Fudenberg and Liang,
2019). Motivated by the observation that the level of strategic sophistication for a given individual is
not stable across games (Georganas et al., 2015) and depends on beliefs about the opponents (Agra-
nov et al., 2012; Alaoui et al., 2020), the discussion has since moved toward better understanding the
effects of incentives on strategic sophistication, with recent models endogenising this relation (e.g.
Alaoui and Penta, 2016, 2022; Gonçalves, 2024).

Closest to this paper is the recent work by Alaoui et al. (2020), which shows that changing rela-
tive incentives so as to make the structure of iterated dominance more salient leads to a first-order
stochastic dominance shift of choices toward higher levels of strategic sophistication, as given by the
order of rationalisability of a given action. In contrast, this paper keeps relative incentives between
actions fixed and examines the effect of incentive level on both choices and beliefs. While there is
evidence for greater strategic sophistication due to greater cognitive effort exerted in forming beliefs
about the opponents’ behavior, we also find that the effect of incentive levels on reducing mistakes
is also a major channel that needs to be taken into account.

Incentives andMistakes. Choices in strategic settings tend to have a dimension of payoff-dependent
stochasticity — an idea originating in discrete choice models (Luce, 1959; McFadden, 1974) — and ac-
tion frequencies are closely related to their associated expected payoffs: those with higher expected
payoffs are not always chosen, but they are chosen with higher probability. This monotonicity of
choice frequencieswith respect to payoffs is the hallmark of quantal response equilibrium (McKelvey
and Palfrey, 1995; Goeree et al., 2005) and other models of costly optimisation in games (Mattsson
and Weibull, 2002), which originated a wealth of applications — see (Holt et al., 2016) for a survey.
In line with the main premise of this class of models, we find evidence for the posited monotonicity
in dominance solvable games, with a crucial difference: monotonicity holds considering expected
payoffs not according to the objective empirical frequency of actions, but with respect to each par-
ticipant’s reported beliefs. Moreover, although participants do not perfectly best-respond to stated
beliefs — as noted in prior work, e.g., Costa-Gomes and Weizsäcker (2008) and Rey-Biel (2009) —
we find that a higher own incentive levels sharpens the association between (subjective) expected
payoffs and choice frequencies, and participants best-respond more often to their beliefs.
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This paper is also related towork examining incentive levels and performance. Recent evidence from
individual decision-making problems shows that, Consistent with costly cognition models (Matějka
and McKay, 2015; Caplin and Dean, 2015), with higher incentives, people perform better (Dean and
Neligh, 2022). However, as discussed above, this effect seems to depend on the complexity of the task
and, especially, whether participants face extreme and unfamiliar incentive levels (see, e.g. Ariely
et al., 2009; Enke et al., 2023). In strategic settings, higher stakes lead rejection rates close to the
subgame perfection prediction of zero in ultimatum games (Andersen et al., 2011), and also seem to
entail greater sophistication in centipede games, with fewer ‘passes’ (McKelvey and Palfrey, 1992;
Rapoport et al., 2003), but do not necessarily lead behaviour closer to Nash equilibrium predictions
in games with a unique mixed strategy equilibrium (McKelvey et al., 2000; Camerer, 2003, ch. 3). As
argued earlier, our contribution relative to these papers is to provide causally identified evidence of
the effect of incentive levels on choices, beliefs and response times within a strategic setting.

Response Times in Strategic Settings. Finally, our work is related to a burgeoning literature
which studies response time in strategic settings, either using it as a way to classify participants (Ru-
binstein, 2016), predict choice (Schotter and Trevino, 2021) or strategic sophistication (Alós-Ferrer
and Buckenmaier, 2021; D.Gill and Prowse, 2022), or as a proxy for cognitive effort (e.g. Rubinstein,
2007; Proto et al., 2019; Frydman and Nunnari, 2023) (see Spiliopoulos and Ortmann (2018); Clithero
(2018) for a review). The most related paper within this is that of Alós-Ferrer and Buckenmaier
(2021), who examine response times in beauty contest and different variants of the 11-20 game with
a unique mixed strategy Nash equilibrium. The authors find that high levels of sophistication are
associated with longer response times and that distorting incentives in favor of ‘undercutting’ lead
to smaller numbers — arguably associated with higher sophistication, despite the fact the variants
chosen not being dominance-solvable — and to shorter response times. Differently from these stud-
ies, we provide clearly identified results on how own and opponents’ incentive levels affect response
time. Additionally, we provide suggestive evidence of the association between response time and
strategic sophistication, relying both on choices and reported beliefs, supporting a mechanism that
relates incentives to cognitive effort and this, in turn, affecting belief formation and choices.

2. Framework and Hypotheses
We consider the effect of incentive levels on behaviour in finite simultaneous games. Let Γλ =
〈I, A,uλ〉 denote a normal-form game, where I is the set of players, A i the action set for player
i, A−i the action profiles of player i’s opponents, A = ×i∈I A i the set of all action profiles, and
ui : A →R player i’s payoff function. We define uλ = {λi ·ui}i∈I , where λi > 0 is a scaling parameter
representing player i’s incentive level. Payoffs are extended to the space of probability distributions
over actions in the usual way. We use ai ∈ A i to denote player i’s action and bi ∈∆(A−i) to denote
their beliefs about opponents’ actions.
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Many models of strategic interaction predict that a player’s incentive level has no bearing on ob-
served behaviour. This invariance is not unique to Nash equilibrium. The level-k model (Stahl and
Wilson, 1994, 1995; Nagel, 1995), for instance, where level-k players best-respond to level-(k−1)

players (with level 0 typically defined as uniform randomisation), is invariant to payoff scaling.
This invariance also holds for other behavioural solution concepts, including cognitive hierarchy
(Camerer et al., 2004), sampling equilibrium (Osborne and Rubinstein, 1998, 2003), noisy beliefs equi-
librium (Friedman, 2022), and various equilibrium concepts featuring uncertainty aversion (Dow and
Werlang, 1994; Eichberger and Kelsey, 2000; Klibanoff, 1996) or regret aversion (Renou and Schlag,
2010).

In contrast, a separate class of models suggests that higher incentives foster more careful reasoning
and sophisticated strategic behaviour. Two classes of models in particular support this insight: mod-
els with stochastic mistakes, such as quantal response equilibrium (McKelvey and Palfrey, 1995), and
models with costly reasoning, such as endogenous depth of reasoning (Alaoui and Penta, 2016, 2022)
and sequential sampling equilibrium (Gonçalves, 2024). Models with stochastic mistakes posit that
players’ choices are subject to stochastic payoff disturbances (as in models of costly precision and
payoff disturbances, e.g., McFadden 1974; Mattsson and Weibull 2002; Fudenberg et al. 2015), result-
ing in noisy best responses: while mistakes occur, actions with higher expected payoffs are chosen
more frequently (Goeree et al., 2005). Models with costly reasoning assume that beliefs about oppo-
nents are derived from a costly reasoning process.5 Higher incentives increase the cost of mistakes
in the former class of models, leading to less noisy best responses. In the latter, they induce players
to exert greater cognitive effort, resulting in different beliefs and choices.

Our first hypothesis concerns the effect of incentives on action sophistication, which we define
relying on rationalisability. Recall that an action is k-rationalisable if there is a distribution over
(k−1)-rationalisable actions of opponents against which it is a best response, while all actions are
0-rationalisable; we denote the set of k-rationalisable actions for player i by Rk

i . We say that an
action a′

i is more sophisticated than another ai (a′
i ▷ ai) if it iteratively dominates it,6 that is,

if there is k such that a′
i,ai ∈ Rk

i and ui(a′
i,a j) > ui(ai,a j) for all a j ∈ Rk

j . Note that, if ai is k-
rationalisable, then a′

i ismore sophisticated than ai only if a′
i is also k-rationalisable.

Given the divergent predictions of existing models, our first hypothesis is:

Hypothesis 1 (Action Sophistication). Action sophistication increases in (a) own incentive level
5In one version of endogenous depth of reasoning, players have a path of reasoning based on iterative best responses and
they stop reasoning whenever the cost of reasoning exceeds the maximum benefit, given by considering the current
tentative action ai and the maximal gain that could be achieved maxa′

i ,a−i ui(a′
i,a−i)−ui(ai,a−i). Sequential sampling

equilibrium considers a model of reasoning inspired on sequential sampling models (Forstmann et al., 2016; Fudenberg
et al., 2018) taking into account player uncertainty: steps of reasoning correspond to costly noisy signals about others’
distribution of actions and players optimally stop reasoning.

6Note that in two-player games, actions which are k-rationalisable correspond to those which survive k rounds of
maximal iterated deletion of strictly dominated strategies (Pearce, 1984, Lemma 3).
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and (b) the opponents’ incentive level.

Beyond simply testing Hypothesis 1, we aim to understand themechanisms through which incentive
levels affect choices.

One plausible channel is that higher incentives make mistakes more costly, thereby reducing the
likelihood of suboptimal actions. This leads to our next hypothesis:

Hypothesis 2 (Mistakes). (a) Best-response rates increase in own incentive level. (b) Actions with
higher expected payoff are chosen more often.

Another channel through which incentives may operate is by influencing belief formation. Beliefs
about opponents’ sophistication can explain the play of non-rationalisable actions. For instance,
whether players choose more or less sophisticated actions has been seen to depend on opponent
characteristics associated with sophistication, such as chess ratings (Palacios-Huerta and Volij, 2009)
or educational background (Agranov et al., 2012; Alaoui et al., 2020). We expect that higher incen-
tives enhance understanding of the game structure, making it more likely that participants consider
opponents’ payoffs and recognise dominated actions would be less likely to be chosen.

The effect of incentive level on beliefs may depend on whose incentive level changes. Higher op-
ponent incentives may lead to beliefs of greater opponent sophistication, mirroring the pattern ob-
served with changes in relative incentives: when a player’s relative incentive to choose an action
increases, so does the frequency with which it is chosen, and opponents adjust both their choices
and their beliefs accordingly (Ochs, 1995; McKelvey et al., 2000; Goeree and Holt, 2001; Friedman
and Ward, 2022). Conversely, higher own incentives increases the value of careful reasoning, which
may also lead to more accurate beliefs. For instance, given the tendency to underestimate opponent
sophistication, higher own incentives could mitigate this misperception. These insights constitute
the core of our next hypothesis:

Hypothesis 3 (Belief Sophistication). The belief in opponents’ strategic sophistication increases
in both (a) own and (b) opponents’ incentive levels. (c) Belief accuracy increases with higher own
incentives.

Finally, we consider the extent to which incentive levels affect exerted cognitive effort, and how it,
in turn, affects behaviour. Consistent with recent models of sequential reasoning in games (Alaoui
and Penta, 2016; Gonçalves, 2024), we conjecture that higher incentives induce greater cognitive
effort and this ultimately results in better choices. To operationalise testing of this mechanism, we
follow existing literature and proxy cognitive effort through response times (see e.g. Alós-Ferrer and
Buckenmaier, 2021; Frydman and Nunnari, 2023). Our last hypothesis is then:

Hypothesis 4 (Response Time). (a) Response time increases with own incentive level. (b) Expected
payoff increases with response time.
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3. Experimental Design

3.1. Identification Strategy

Testing the effects of incentive levels on choices and beliefs in strategic settings poses a fundamental
identification problem, since it requires holding fixed opponents’ behaviour.

To see this, suppose we want to identify how higher incentives affect Anne’s behaviour. On the
one hand, Anne’s higher incentives may have a direct effect on her behaviour. But if we also vary
Anne’s and Bob’s incentives together, then Anne’s changes in behaviour is a reaction both to her
higher incentives as well as Bob’s. Hence, one necessarily needs to vary only one player’s incentive
level at a time. On the other hand, even if we vary only Anne’s incentives, Anne may behave
differently, not because she faces higher incentives, but because she anticipates that Bob expects her
to behave in a particular way when she has higher incentives — an indirect effect. In other words,
simply observing how a player’s behaviour changes would conflate a direct effect of the change in
the incentive level and an indirect effect due to their perception of their opponents’ reaction to it.

To address this issue we rely on the replacement method (Alaoui et al., 2020), which leverages
insights of using ‘observers’ in belief elicitation experiments (e.g., Dawes et al., 1977; Huck and
Weizsäcker, 2002; Palfrey and Wang, 2009; Hyndman et al., 2012). In short, Anne’s payoffs depend
on Bob’s choice, who is playing in a game in which stakes are either high or low for both players.
By varying Anne’s incentives, we are able to isolate the direct effect from the indirect effect, holding
fixed Bob’s behaviour.

We implement the replacement method by randomly assigning participants to one of four incentive
groups, which determine a participant’s own incentive level and their opponents’, each of which is
high or low. Every participant plays against a randomly drawn participant drawn from an incentive
group where all players have the same incentive level. This ensures that, if Anne is playing against
someone with high incentives, Anne knows their opponent has high incentives, as does their op-
ponent’s opponent and so on, fixing Anne’s opponent’s behaviour regardless of Anne’s incentives.
This ensures that we are not only able (i) to hold fixed opponents’ behaviour and compare how own
incentive levels affect choices and beliefs, but also (ii) to hold fixed one’s own incentive level and
compare how opponents’ incentive level affects their beliefs and choices.

3.2. Games

Participants faced one of the two normal-form games exhibited in Figure 1. Both games are dominance-
solvable and share similar payoff structures. The dominance solution in panel (a) is 2-rationalisable,
requiring two iterations of deleting strictly dominated strategies, while the solution in panel (b) is
3-rationalisable. We opted for four-action games as this is the smallest number of actions that allows
us to study the interaction between the number of deletion iterations and incentive levels, with min-
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Player 2
Actions a1 a2 a3 a4

Player 1

a1 40, 40 70, 30 80, 20 10, 10
a2 30, 70 40, 40 70, 30 80, 20
a3 20, 80 30, 70 40, 40 70, 30
a4 10, 10 20, 80 30, 70 40, 40

(a) 2 Steps

Player 2
Actions a1 a2 a3 a4

Player 1

a1 40, 40 70, 30 10, 20 10, 10
a2 30, 70 40, 40 70, 30 10, 20
a3 20, 10 30, 70 40, 40 70, 30
a4 10, 10 20, 10 30, 70 40, 40

(b) 3 Steps

Figure 1: Games
Notes: This figure exhibits the games used in the experiment. Both are symmetric, two-player dominance-
solvable games, with the game in panel (a) taking 2 steps of iterated (maximal and simultaneous) deletion of
strictly dominated strategies to obtain the strategy prescribed by the dominance solution, whereas the game
in panel (b) takes 3 steps.

imal changes in payoffs. Symmetry was imposed in order to improve statistical power and minimise
data collection. Both exhibit similar payoffs and similar in spirit to 11-20 (Arad and Rubinstein, 2012)
and undercutting games more generally (Nagel, 1995; Costa-Gomes and Crawford, 2006).

All actions in both games can be ranked in terms of sophistication. Specifically, actions deleted
within the same round of iterated deletion are also ordered in terms of the dominance relation.
For instance, in ‘2 Steps’ (Figure 1(a)), (i) a4 is strictly dominated by a3, which in turn is strictly
dominated by a2, and (ii) upon deletion of a3 and a4, a2 is iteratedly strictly dominated by a1.
Similarly, in ‘3 Steps’ (Figure 1(b)), (i) a4 is strictly dominated by a3; (ii) deleting a4 renders a3

iteratedly strictly dominated by a2, and (iii) deleting a3, again a2 is iteratedly strictly dominated by
a1. This implies that actions are ranked in terms of strategic sophistication in a simple manner: for
any n, an is more sophisticated than an+1.

The games were also chosen so as to mitigate concerns about payoffs acting as focal coordination
points and other-regarding preferences. First, we note that all payoff vectors are associated to mul-
tiple action profiles, and the dominance payoff (40,40) is too. Although the iterative structure of
the game is apparent Figure 1, we randomly shuffled rows and columns. Second, the dominance
payoff is neither Pareto dominated nor Pareto dominant, as are the majority of payoff vectors. This,
together with the above-described random opponent matching protocol, was designed to alleviate
concerns about focal coordination and other-regarding preferences.

In addition, the games satisfy a number of other desirable properties. Level-k actions are uniquely
determined assuming level 0 uniformly randomises, regardless of participants’ risk attitudes. In the
2 Steps game, a2 is the level-1 action, and a1 is the level-2 action; a3 and a4 are strictly dominated;
in the 3 Steps game, a3 is the level-1 action, a2 is level-2, and a1 is level-3. Logit quantal response
equilibrium is uniquely defined in each game for any fixed level of sensitivity to payoff differences,
and its action sophistication increases with higher payoff sensitivity. We refer to the ‘3 Steps’ game
as more complex and the ‘2 Steps’ game as simpler, not only due to the order of rationalisability
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of the dominance solution, but also because several models of bounded rationality, mistakes, and
costly cognition predict action distributions of lower sophistication in the former compared to the
latter.7

3.3. Implementation Details

The experiment implemented a 2×2×2 design, corresponding to own and opponent’s incentive level
and to the specific games played — 2 or 3 Steps as in Figure 1. The order of rows and columns
was randomised and participants were informed of this. Participants were sorted into one of the 8
treatments uniformly at random, and played only once.

The experiment was incentivised via a binary lottery so that payoffs corresponded to the probability
of getting paid a prize of $x versus $2.00. In the high own incentive level treatment, $x corresponded
to $22.00 and in the low incentive level to $2.50. The low incentive level was chosen to deliver a
similar expected payment per game as in other experiments;8 the high incentive level was chosen
to be significantly high while avoiding the excessive unfamiliarity and stress caused by extreme
financial stakes — we defer a discussion of the responses to such conditions to Section 7.

We elicited both participants’ chosen actions in the game played, ai ∈ A i := {a1,a2,a3,a4}, and their
beliefs about their opponents’ actions, bi = (bi,1,bi,2,bi,3,bi,4) ∈∆(A−i). The payoffs obtained in the
game directly correspond to a probability of getting the prize; belief elicitation was incentivised via
a binarised scoring rule (Hossain and Okui, 2013). Choices and beliefs were elicited simultaneously,
and, to preclude hedging, only one of them was randomly selected for payment. Incentives were
designed to minimise other-regarding preferences; as we discuss in Appendix B, other-regarding
preferences do not predict well choices.

The experiment proceeded as follows: (i) instructions were provided together with comprehension
questions and attention checks; (ii) participants played two unincentivised practice rounds without
feedback; (iii) own and opponent’s incentive levels were revealed;9 (iv) actions and beliefs were
elicited; (v) participants answered a brief questionnaire on sociodemographics and received payment
information. Screenshots of the interface and instructions are provided in Online Appendix B.

We targeted a minimum of 100 participants per treatment and recruited 834 participants in total,
with the smallest treatment group having exactly 100 participants. Sessions were conducted on 9-10
and 15-17 January 2020 on Amazon Mechanical Turk (MTurk), restricting participants to be adults
based in the United States. Our choice of the participant pool was driven not only by the profession’s
7E.g., level-k, cognitive hierarchy, logit quantal response equilibrium, endogenous depth of reasoning, sequential sam-
pling equilibrium.

8For instance, the average payments per game in Alaoui et al. (2020) and Fudenberg and Liang (2019) were €0.88 and
$0.93, respectively.

9Only 4 out of over 800 participants dropped out of the experiment after knowing their incentive treatment: 3 with low
incentives and 1 with high.
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Game Incentives Action Frequency Mean Belief Reports Observations
IDS Own Opponent a1 a2 a3 a4 b1 b2 b3 b4 N
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
2 High High 0.573 0.272 0.087 0.068 0.330 0.357 0.189 0.124 103
2 High Low 0.519 0.340 0.085 0.057 0.279 0.369 0.201 0.150 106
2 Low High 0.359 0.359 0.146 0.136 0.268 0.317 0.230 0.185 103
2 Low Low 0.343 0.363 0.157 0.137 0.265 0.315 0.238 0.181 102
3 High High 0.144 0.490 0.298 0.067 0.184 0.311 0.363 0.142 104
3 High Low 0.130 0.440 0.360 0.070 0.213 0.259 0.340 0.189 100
3 Low High 0.196 0.330 0.312 0.161 0.219 0.275 0.320 0.186 112
3 Low Low 0.192 0.288 0.365 0.154 0.222 0.270 0.327 0.180 104

Table 1: Action Frequency and Mean Beliefs
Notes: This table shows the action frequency and the mean beliefs by each of the treatments. Each participant
is allocated to a given treatment — a game (2 Steps or 3 Steps), and an incentive level group specifying the
participant’s incentive level (high or low) and their opponent’s incentive level (high or low). Participants play
only one game and only once.

standard at the time, but also by the fact that the participant pool is particularly sensitive to financial
motivation. Participants’ behaviour does not show any signs of inattention or significantly different
behaviour from other lab participants; this is further discussed in Appendix C.

Participants faced no time constraint; the average duration was about 22 minutes and average earn-
ings of $9.15 or $24.97 per hour. Sociodemographic data collected consisted of age, sex, education,
and prior exposure to game theory (see Online Appendix A for details); samples across treatments
were balanced across all sociodemographic variables.

4. Incentives and Choices

4.1. Action Sophistication

We begin by investigating how incentive levels affect the observed sophistication of actions, as
hypothesized in Hypothesis 1. Our analysis reveals that participants do not consistently choose the
dominance solution action (a1). Table 1 presents the action frequencies and average beliefs across
the eight treatments, highlighting substantial variation in the frequency of dominance play, which
ranges from 13.0% to 57.3%. Similarly, the frequency of dominated actions (actions a3 and a4 in the
2 Steps game, and action a4 in the 3 Steps game) varies considerably across treatments, from 6.7%
to 16.1%.

To formally test the effects of incentive levels on dominance and dominated play, we estimate the
following specification:

yi =β0 +β1Hi +β2H−i +Controlsi +ϵi (1)
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Dominance Play Dominated Play
(1) (2) (3) (4)

2 Steps 3 Steps 2 Steps 3 Steps
High Own Incent. 0.204∗∗∗ -0.066 -0.141∗∗∗ -0.095∗∗

(0.048) (0.038) (0.041) (0.032)
High Opp. Incent. 0.013 0.008 0.015 0.004

(0.049) (0.037) (0.040) (0.032)
Controls Yes Yes Yes Yes
R2 0.14 0.05 0.10 0.09
N 414 420 414 420
Heteroskedasticity-robust standard errors in parentheses.
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.

Table 2: Incentive Level, Dominance and Dominated Play (Hypothesis 1)
Notes: This table shows the results for the regression specified in equation 1, considering as dependent variable
an indicator for whether the participant chose the dominance solution (columns (1) and (2)) or a strictly
dominated action (columns (3) and (4)). High Own/Opponent Incentives correspond to indicators for whether
the participant and their opponent face a high incentive level. 2 Steps and 3 Steps denote the different games
in the experiment (see Figure 1). Controls refer to the participants’ age, sex, education, and prior exposure to
game theory.

where Hi is an indicator variable equal to 1 if participant i’s treatment had a high own incentive
level, and H−i is an analogous indicator for whether participant i’s opponent had a high incentive
level. Controls include participants’ age, sex, education, and prior exposure to game theory. The
dependent variable, yi, is an indicator for whether participant i chose the dominance solution action
(for testing dominance play) or a strictly dominated action (for testing dominated play). Table 2
presents the results.

We find that higher own incentives significantly decrease the frequency of dominated play and
increase the frequency of the dominance solution action, but only in the 2 Steps game. Specifically,
dominated play decreases in both games — by 14.1 percentage points (pp) in the 2 Steps game and
9.5 pp in the 3 Steps game (columns (3) and (4)). Dominance play is only significantly affected in
the 2 Steps game, where it increases by over 20 pp (columns (1) and (2)). These results suggest that
more complex games may require higher incentive levels to elicit the same degree of dominance
play. Furthermore, we find no evidence that opponents’ incentives affect dominance or dominated
play.

Next, we examine the overall distribution of actions, shown in Figure 2. For each game and op-
ponent’s incentive level, the distribution of actions differs significantly across own incentive levels
(Wald tests, p < .05). In the 2 Steps game, higher own incentives shift the action distribution to-
wards more sophisticated actions in a first-order stochastic dominance manner (Mann-Whitney U
test, p < .01). This is not the case for the 3 Steps game, where the decrease in the frequency of
action a1 (panels (c) and (d)) indicates that the distributions are not ranked by first-order stochastic
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Figure 2: Incentive Level and Action Frequency (Hypothesis 1)

Notes: The panels exhibit the action frequency for high and low own incentive levels, for different games (2
Steps, (a) and (b), and 3 Steps, (c) and (d)) and holding fixed the opponent’s incentive level (High, (a) and (c),
or Low, (b) and (d)). 2 Steps and 3 Steps denote the different games in the experiment (see Figure 1).

dominance (Mann-Whitney U test, p > .25). However, the distributions are still statistically differ-
ent (Fisher’s exact tests, p < .05), with higher incentives leading to a less flat distribution and a
higher probability assigned to a2, the level-2 action. Indeed, we find that the action distribution
shifts in a second-order stochastic dominance manner, implying that choices become less noisy and
stochastically more sophisticated with higher incentives.

These findings provide partial support for Hypothesis 1a. The fact that higher own incentives lead to
more sophisticated play suggests that strategic sophistication, as captured by level-k and cognitive
hierarchy models, may depend on the incentive level players face. However, we find no support for
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Hypothesis 1b, as there is no statistically significant effect of opponents’ incentive levels on action
sophistication.

4.2. Mistakes

Higher incentives may lead to fewer mistakes, as they increase the cost of errors. This is the core
idea behind Hypothesis 2. We investigate this by examining two types of best-response rates: (i)
subjective best responses, where participants best respond to their stated beliefs, and (ii) objective
best responses, where participants best respond to the observed frequency of play.

Subjective BR Objective BR
(1) (2) (3) (4)

2 Steps 3 Steps 2 Steps 3 Steps
High Own Incent. 0.219∗∗∗ 0.151∗∗ 0.204∗∗∗ 0.042

(0.049) (0.051) (0.048) (0.044)
High Opp. Incent. -0.021 0.027 0.013 -0.195∗∗∗

(0.050) (0.050) (0.049) (0.044)
Controls Yes Yes Yes Yes
R2 0.11 0.06 0.14 0.10
N 414 420 414 420
Heteroskedasticity-robust standard errors in parentheses.
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.

Table 3: Incentive Level and Best-Response Rate (Hypothesis 2a)
Notes: This table shows the results for the regression specified in equation 1, considering as dependent variable
an indicator for whether the participants best respond to their beliefs — i.e. chose the action that maximises
expected payoffs according to their reported beliefs (columns (1) and (2)) — and for if participants best respond
to the empirical frequency of actions of their opponents — i.e. objective best responses (columns (3) and (4)).
High Own/Opponent Incentives correspond to indicators for whether the participant and their opponent face
a high incentive level. 2 Steps and 3 Steps denote the different games in the experiment (see Figure 1). Controls
refer to the participants’ age, sex, education, and prior exposure to game theory.

Table 3 presents the results from estimating a specification analogous to equation 1. We find that
higher own incentives significantly increase the subjective best-response rate by 21.9 percentage
points (pp) in the 2 Steps game and 15.1 pp in the 3 Steps game (columns (1) and (2)).10 This effect is
not consistently observed for objective best responses (columns (3) and (4)). These results suggest
that higher incentives encourage participants to better align their actions with their beliefs, but not
necessarily with the actual distribution of opponents’ actions.

A key prediction of quantal response equilibrium (QRE) theory is that actions with higher expected
payoffs are chosen more often, a property known as ‘monotonicity’ (cf. Goeree et al., 2005). To
10Best-response rates to stated beliefs in the data are between 40-50% in the low own incentive level treatment and
60-70% in the high own incentive level treatment — this corresponds to the frequency of the choosing the action with
subjective rank 1 as exhibited in Figure 3. These figures are comparable to what has been observed in two-player
three-action games, e.g., Costa-Gomes and Weizsäcker (2008) and Rey-Biel (2009).
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Figure 3: Incentive Level and Subjective Mistakes (Hypothesis 2b)

Notes: The different panels exhibit the frequency of the subjective rank of the action chosen by the participant
for high and low own incentive levels, for different games (2 Steps, (a) and (b), and 3 Steps, (c) and (d)) and
holding fixed the opponent’s incentive level (High, (a) and (c), or Low, (b) and (d)). The subjective rank of an
action is n if the action entails the n-th highest subjective expected payoffs according to the reported beliefs;
e.g., actions with subjective rank 1 are those that maximise subjective expected payoffs. 2 Steps and 3 Steps
denote the different games in the experiment (see Figure 1).

examine this, we define the subjective rank of an action as its rank in terms of subjective expected
payoffs, based on reported beliefs. Figure 3 displays the frequency of actions by their subjective rank.
We find strong support for monotonicity with respect to subjective expected payoffs: actions with
higher subjective ranks are indeed chosen more frequently (Mann-Whitney U rank tests, p < .05).
However, this pattern does not hold when considering objective expected payoffs (see Figure 7 in
Appendix A).
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Furthermore, higher own incentives not only reduce the frequency of mistakes (as measured by
subjective best-response rates), but also decrease their severity. The distribution of subjective ranks
shifts in a first-order stochastic dominance sense with higher own incentives, indicating that partic-
ipants are less likely to make large mistakes (i.e., choose actions with very low subjective expected
payoffs).

To assess the extent to which QRE can explain our data, we fit a logit QRE model to the data. The
estimated action frequencies are presented in Appendix A. We find that while the standard logit
QRE model performs well in the 2 Steps game, it overpredicts action sophistication in the 3 Steps
game. However, incorporating participants’ reported beliefs, as in a subjective logit QRE model,
significantly improves the fit, increasing the loglikelihood by 28%. This highlights the importance
of considering subjective beliefs when modelling strategic behaviour under incentives.

Overall, these findings provide strong evidence for Hypothesis 2, demonstrating that higher in-
centives lead to both a higher rate and lower severity of mistakes, as measured by subjective best
responses. Moreover, the results suggest that incorporating subjective beliefs can improve the pre-
dictive accuracy of QRE models.

5. Incentives and Beliefs
Having established the impact of incentives on action sophistication, we now examine their effect
on beliefs, as postulated in Hypothesis 3. This hypothesis suggests that beliefs about opponents’ be-
haviour are influenced by both own and opponents’ incentive levels, and that higher own incentives
lead to more accurate beliefs.

Figure 4 presents the average belief reports for each treatment. A visual inspection reveals that in
the 2 Steps game, higher own incentives lead to a clear shift in beliefs towards greater opponent
sophistication, evident in the first-order stochastic dominance ordering of the belief distributions
(panels (a) and (b)). This shift is less pronounced in the 3 Steps game. While beliefs become less
uniform when opponents have high incentives, they are indistinguishable when opponents have
low incentives (panels (c) and (d)).

To formally assess the effects of incentives on beliefs, we again use the specification in equation 1.
In this case, the dependent variable is either the belief that the opponent will play the dominance
solution action (bi,1) or the belief that the opponent will play a dominated action (bi,3+bi,4 for the
2 Steps game, and bi,4 for the 3 Steps game). Table 4 presents the results.

Consistentwith Figure 4, we find that higher own incentives lead to a statistically significant increase
in the belief that the opponent will choose the dominance solution action, thus lending support to
Hypothesis 3a. While the coefficient for opponents’ incentives also has a positive sign, it is not
statistically significant. However, a closer look suggests that only when own incentives are high
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Figure 4: Incentive Level and Mean Beliefs

Notes: The different panels exhibit the mean reported beliefs for high and low own incentive levels, for dif-
ferent games (2 Steps, (a) and (b), and 3 Steps, (c) and (d)) and holding fixed the opponent’s incentive level
(High, (a) and (c), or Low, (b) and (d)). 2 Steps and 3 Steps denote the different games in the experiment (see
Figure 1).

are participants’ beliefs reactive to opponents’ incentives: they recognising that opponents are less
noisy and tend to be more sophisticated when facing higher incentives (a second-order stochastic
dominance shift in beliefs), thus providing some support for Hypothesis 3b.

Finally, we address the question of whether higher incentives lead to more accurate beliefs (Hypoth-
esis 3c). Table 5 presents the results from regressions examining three measures of belief accuracy:
(i) distance between the reported belief in the dominance action being chosen and its empirical
frequency, (ii) the analogous difference for dominated actions, and (iii) the (L1) distance between
subjective expected payoffs (based on reported beliefs) and objective expected payoffs (based on
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Belief Dominance Play Belief Dominated Play
(1) (2) (3) (4)

2 Steps 3 Steps 2 Steps 3 Steps
High Own Incent. 0.035∗ -0.021 -0.074∗∗∗ -0.019

(0.016) (0.014) (0.018) (0.013)
High Opp. Incent. 0.020 -0.020 -0.020 -0.016

(0.017) (0.014) (0.018) (0.013)
Controls Yes Yes Yes Yes
R2 0.10 0.06 0.15 0.06
N 414 420 414 420
Heteroskedasticity-robust standard errors in parentheses.
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.

Table 4: Incentive Level and Belief in Opponent Sophistication (Hypothesis 3a,b)
Notes: This table shows the results for the regression specified in equation 1, considering as dependent variable
the reported belief in dominance play, bi,1, (columns (1) and (2)) or the reported belief in strictly dominated
play, bi,3+bi,4 in column (3) and bi,4 in column (4). High Own/Opponent Incentives correspond to indicators
for whether the participant and their opponent face a high incentive level. 2 Steps and 3 Steps denote the
different games in the experiment (see Figure 1). Controls refer to the participants’ age, sex, education, and
prior exposure to game theory.

|Belief - Opponent Action Frequency| |Subjective EU - Objective EU|
Dominance Play Dominated Play
(1) (2) (3) (4) (5) (6)

2 Steps 3 Steps 2 Steps 3 Steps 2 Steps 3 Steps
High Own Incent. 0.005 0.011 -0.040∗∗∗ -0.015 -4.345∗∗∗ 0.558

(0.011) (0.010) (0.011) (0.010) (1.282) (1.403)
High Opp. Incent. 0.037∗∗∗ 0.062∗∗∗ 0.033∗∗ 0.021∗ 4.222∗∗∗ 9.520∗∗∗

(0.011) (0.009) (0.012) (0.010) (1.277) (1.416)
Controls Yes Yes Yes Yes Yes Yes
R2 0.14 0.14 0.14 0.06 0.17 0.15
N 414 420 414 420 414 420
Heteroskedasticity-robust standard errors in parentheses.
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.

Table 5: Incentive Level and Belief Accuracy (Hypothesis 3c)
Notes: This table shows the results for the regression specified in equation 1, considering as dependent variable
the absolute difference between reported belief in dominance play by opponents and its realised frequency,
|bi,1 −σ−i,1|, (columns (1) and (2)), or the analogous absolute difference for strictly dominated play, |(bi,3 +
bi,4)−(σ−i,3+σ−i,4)| in column (3) and |bi,4−σ−i,4| in column (4). In columns (5) and (6) the dependent variable
is the (L1) distance between subjective expected payoffs (according to reported beliefs) and objective expected
payoffs (according to observed action frequencies). High Own/Opponent Incentives correspond to indicators
for whether the participant and their opponent face a high incentive level. 2 Steps and 3 Steps denote the
different games in the experiment (see Figure 1). Controls refer to the participants’ age, sex, education, and
prior exposure to game theory.
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actual action frequencies).

We find that higher own incentives tend to improve belief accuracy, but only significantly so in
the simpler game. This is both in terms of beliefs about dominated actions and in terms of overall
subjective expected payoffs. Furthermore, opponents with higher incentives seem to be harder to
predict, possibly because they deviate further from simple heuristics or level-0 play. In contrast, the
effect of own incentives on belief accuracy is mixed.

In summary, our findings on beliefs offer nuanced support for Hypothesis 3. While higher own
incentives generally lead to beliefs that attribute greater sophistication to opponents, the magnitude
of this effect may depend on the incentives faced by opponents. Moreover, the impact of incentives
on belief accuracy appears to be context-dependent, with significant improvements observed only
in the simpler 2 Steps game.

6. Incentives and Response Times

Log(Response Time)
(1) (2)

2 Steps 3 Steps
High Own Incent. 0.478∗∗∗ 0.362∗∗∗

(0.074) (0.082)
High Opp. Incent. 0.077 0.132

(0.076) (0.078)
Controls Yes Yes
R2 0.17 0.18
N 414 420
Heteroskedasticity-robust standard errors in parentheses.
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.

Table 6: Incentive Level and Response Time (Hypothesis 4a)
Notes: This table shows the results for the regression specified in equation 1, considering as dependent variable
the participants’ log response time (in seconds). High Own/Opponent Incentives correspond to indicators
for whether the participant and their opponent face a high incentive level. 2 Steps and 3 Steps denote the
different games in the experiment (see Figure 1). Controls refer to the participants’ age, sex, education, and
prior exposure to game theory.

Finally, we examine the effect of incentive levels on cognitive effort, as proxied by participants’
response times. Hypothesis 4 posits that higher incentives increase response times and that longer
response times are associated with better performance.

Table 6 presents the results from regressing log response time (in seconds) on incentive level treat-
ments, using the same specification as in equation 1. Consistent with Hypothesis 4a, we find that
higher own incentives lead to a substantial increase in response times, exceeding 40%. This contrasts
with the findings of Alós-Ferrer and Buckenmaier (2021), where higher incentives in the 11-20 game
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were associated with shorter response times. This discrepancy may stem from differences in the
strategic complexity of the games employed.

Objective BR Log(Expected Payoff)
(1) (2) (3) (4)

2 Steps 3 Steps
Log(Response Time) 0.131∗∗∗ 0.075∗∗ 0.084∗∗∗ 0.065∗∗∗

(0.033) (0.028) (0.020) (0.013)
High Own Incent. 0.142∗∗ 0.015 0.080∗ 0.040

(0.052) (0.044) (0.032) (0.022)
High Opp. Incent. 0.003 -0.205∗∗∗ -0.079∗∗ -0.045∗

(0.048) (0.043) (0.028) (0.021)
Controls Yes Yes Yes Yes
R2 0.17 0.12 0.16 0.12
N 414 420 414 420
Heteroskedasticity-robust standard errors in parentheses.
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.

Table 7: Response Time, Best Responses, and Payoffs (Hypothesis 4b)
Notes: This table examines the relation between, on the one hand, log response times (in seconds), and on the
other objective best responses to the empirical frequency of opponents’ actions (columns (1) and (2)) and log
expected payoffs, where expectations are taken also with respect to the empirical frequency of opponents’
actions (columns (3) and (4)). High Own/Opponent Incentives correspond to indicators for whether the par-
ticipant and their opponent face a high incentive level. 2 Steps and 3 Steps denote the different games in the
experiment (see Figure 1). Controls refer to the participants’ age, sex, education, and prior exposure to game
theory.

To investigate whether this increased cognitive effort translates into improved performance, we
examine the relationship between response times and (i) the rate of objective best responses (i.e.,
best responses to the empirical frequency of opponents’ actions) and (ii) objective expected payoffs
(based on the empirical frequency of opponents’ actions). Table 7 shows that longer response times
are indeed associated with both a higher rate of objective best responses and an increase in expected
payoffs, although the elasticity of payoffs with respect to response time is small. These associations
hold even after controlling for incentive level treatments and individual characteristics such as age,
education level, field of education, and prior exposure to game theory. While these findings sup-
port Hypothesis 4b, it is important to note that these are measures of association and not causally
identified effects.

To further explore the relationship between response times and strategic behaviour, we conduct a
descriptive analysis of how actions and beliefs vary with response time. For actions, we estimate a
multinomial logistic model, regressing actions on response time, incentive treatments, and individ-
ual characteristics. We then obtain the predicted action frequencies conditional on response times
by marginalising over the other regressors. For beliefs, we use nonparametric kernel estimation to
estimate the conditional distribution of mean beliefs, bi = (bi,1,bi,2,bi,3,bi,4), given response time,
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Figure 5: Action Frequency and Response Time

Notes: This figure shows the predicted relation between action frequency and response time (in seconds). The
predictions are given by multinomial logit estimation of the relation between participants’ choices, on the one
hand, and response time, incentive treatments, and individual characteristics, estimated separately for each
game. The action frequency conditional on response times is given bymarginalising over the other regressors.
2 Steps and 3 Steps denote the different games in the experiment (see Figure 1). Individual characteristics refer
to the participants’ age, sex, education, and prior exposure to game theory.
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Figure 6: Beliefs and Response Time

Notes: This figure shows the predicted relation between mean beliefs and response time (in seconds). The
predictions are given by kernel estimation of the relation between participants’ choices, on the one hand, and
response time, incentive treatments, and individual characteristics, estimated separately for each game. The
expected beliefs conditional on response times is obtained by using the estimated joint conditional probability
distribution over a grid on the simplex ∆(A i) and marginalising over covariates other than response times. 2
Steps and 3 Steps denote the different games in the experiment (see Figure 1). Individual characteristics refer
to the participants’ age, sex, education, and prior exposure to game theory.
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incentive treatments, and individual characteristics. From this, we obtain the expected beliefs con-
ditional on response times. The results are shown in Figures 5 and Figures 6.

Our analysis reveals two key patterns. First, in the simpler 2 Steps game, longer response times are
associated with both greater action and belief sophistication. As shown in Figure 5a, the predicted
frequency of dominated actions (a3 and a4) declines rapidly with response time, while the frequency
of the level-1 action (a2) initially increases and then decreases. The frequency of the dominance
solution action (a1) increases monotonically with response time. Similarly, Figure 6a shows that
longer response times are associated with a lower belief in opponents choosing dominated actions
and a higher belief in opponents choosing the level-1 and level-2 actions.

Second, in the 3 Steps game, we observe analogous patterns for actions and beliefs at the same level
of sophistication. Figure 5b shows that the frequency of dominated actions decreases with response
time, while the frequencies of the level-1 and level-2 actions follow similar patterns as in the 2
Steps game. However, the frequency of the dominance solution action remains low and relatively
invariant with respect to response time. Beliefs follow the same patterns (Figure 6b), with longer
response times associated with a lower belief in dominated actions and a higher belief in level-1 and
level-2 actions. Notably, the belief in the dominance solution action (level-3) slightly decreases with
response time in this game.

In essence, fast decisions are associated with intuitive choices (level-1 actions) and beliefs closer to
uniform, while slower decisions are associated with more sophisticated actions (level-2) and beliefs,
with a decrease in both dominated choices and beliefs in dominated actions.

These findings, coupled with the positive relationship between incentives and response times, sug-
gest a consistent mechanism: higher incentives induce greater cognitive effort, leading to more
sophisticated actions and beliefs. This supports the intuition behind models of sequential reasoning
(e.g., Alaoui and Penta, 2016; Gonçalves, 2024), where individuals engage in a cost-benefit analysis
to determine how much to reason.

7. Concluding Remarks
This paper provides well-identified evidence that incentive levels affect behaviour in strategic set-
tings. Our findings highlight themultifaceted role of incentives in shaping strategic decision-making,
influencing not only choices but also beliefs and the cognitive effort invested in reaching those de-
cisions.

We find that own incentives are crucial in determining both the propensity to make mistakes and
the level of cognitive effort exerted. Higher own incentives lead to fewer mistakes and increased
cognitive effort, as evidenced by longer response times. This greater cognitive effort, in turn, trans-
lates into more accurate beliefs about opponents’ behaviour. However, the effects of incentives are
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not uniform across games. While higher incentives lead to more sophisticated choices and more
accurate beliefs in the simpler game, the differences are less pronounced in the more complex game.
This suggests that the efficacy of incentives in promoting strategic sophistication may be contingent
on the cognitive demands of the environment.

While own incentives play a dominant role, we also find evidence that behaviour is influenced by
opponents’ incentive levels. Specifically, when opponents face higher incentives, they are expected
to play in a more sophisticated manner. Additionally, reported beliefs track changes in opponents’
choices when their incentive level increases but also become more biased; this indicates that high
incentives reduce the predictability conferred by noisier (more uniform) behaviour.

It is important to note that the relationship between incentives and performance is not always
straightforward. The Yerkes-Dodson law (Yerkes and Dodson, 1908) posits an inverted U-shaped
relationship between incentives and performance. In our context, this suggests that there may be
limits to the benefits of increasing incentives. While moderate increases in incentives can promote
more sophisticated and accurate decision-making, excessive incentives could potentially lead to de-
creased performance due to heightened pressure or anxiety. This is consistent with findings in other
domains, where very high incentives can sometimes lead to choking under pressure or other detri-
mental effects on performance (Ariely et al., 2009; Enke et al., 2023).

Overall, our findings suggest that both payoff-dependentmistakes and cognitive effort, as proxied by
response times, are important channels throughwhich incentives affect strategic behaviour. The fact
that the effects of incentives are more pronounced in the simpler game underscores the importance
of considering the interplay between incentives and environmental complexity. Future research
could explore the limits of incentives in promoting strategic sophistication and how these limits
vary across environments with different cognitive demands.

Our results also highlight the importance of response times as a valuable source of information about
cognitive processes in strategic decision-making. Response times are often readily available and
can provide valuable insights into the underlying mechanisms driving strategic behaviour. Further
development of game-theoretic models and experimental designs that incorporate response times
could significantly enhance our understanding of strategic decision-making.
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Appendices

Appendix A. Supporting Tables and Figures
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Figure 7: Incentive Level and Objective Mistakes (Hypothesis 2b)

Notes: The different panels exhibit the frequency of the objective rank of the action chosen by the participant
for high and low own incentive levels, for different games (2 Steps, (a) and (b), and 3 Steps, (c) and (d)) and
holding fixed the opponent’s incentive level (High, (a) and (c), or Low, (b) and (d)). The objective rank of an
action is n if the action entails the n-th highest objective expected payoffs according to the observed action
frequency; e.g. actions with objective rank 1 are those that maximise (objective) expected payoffs. 2 Steps
and 3 Steps denote the different games in the experiment (see Figure 1).

28



a1 a2 a3 a4

(1) (2) (3) (4) (5) (6) (7) (8)
2 Steps 3 Steps 2 Steps 3 Steps 2 Steps 3 Steps 2 Steps 3 Steps

Log(Response Time) 0.131∗∗∗ 0.024 -0.021 0.131∗∗∗ -0.053∗ -0.083∗∗ -0.057∗∗ -0.072∗∗∗

(0.033) (0.025) (0.032) (0.029) (0.022) (0.028) (0.021) (0.020)
High Own Incent. 0.140∗∗ -0.072 -0.050 0.110∗ -0.041 0.030 -0.048 -0.068∗

(0.052) (0.039) (0.050) (0.050) (0.033) (0.047) (0.032) (0.032)
High Opp. Incent. 0.004 0.005 -0.028 0.029 0.004 -0.047 0.020 0.013

(0.048) (0.038) (0.048) (0.048) (0.032) (0.046) (0.028) (0.032)
Controls Yes Yes Yes Yes Yes Yes Yes Yes
R2 0.17 0.05 0.07 0.13 0.08 0.10 0.08 0.12
N 414 420 414 420 414 420 414 420
Heteroskedasticity-robust standard errors in parentheses.
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.

Table 8: Action Frequency and Response Time
Notes: This table shows the results for the association between choice of a particular action an and response
time (in seconds) and incentive level treatments, controlling for individual characteristics. Different columns
refer to linear probability models relating the choice of an action in a game (2 Steps in columns (1), (3), (5), and
(7); 3 Steps in columns (2), (4), (6), and (8)). Errors across regressions are correlated by construction and the
table is to be taken as describing measures of association supporting the patterns described in Figure 5. High
Own/Opponent Incentives correspond to indicators for whether the participant and their opponent face a
high incentive level. 2 Steps and 3 Steps denote the different games in the experiment (see Figure 1). Controls
refer to the participants’ age, sex, education, and prior exposure to game theory.
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b1 b2 b3 b4

(1) (2) (3) (4) (5) (6) (7) (8)
2 Steps 3 Steps 2 Steps 3 Steps 2 Steps 3 Steps 2 Steps 3 Steps

Log(Response Time) 0.049∗∗∗ -0.022∗ 0.054∗∗∗ 0.019∗∗ -0.045∗∗∗ 0.056∗∗∗ -0.057∗∗∗ -0.053∗∗∗

(0.010) (0.009) (0.010) (0.007) (0.008) (0.011) (0.006) (0.008)
High Own Incent. 0.013 -0.013 0.014 0.007 -0.010 0.005 -0.017 0.001

(0.016) (0.014) (0.016) (0.011) (0.012) (0.018) (0.011) (0.012)
High Opp. Incent. 0.015 -0.017 -0.004 0.030∗∗ -0.004 -0.004 -0.007 -0.010

(0.016) (0.014) (0.016) (0.011) (0.012) (0.018) (0.010) (0.012)
Controls Yes Yes Yes Yes Yes Yes Yes Yes
R2 0.14 0.07 0.16 0.08 0.19 0.11 0.25 0.16
N 414 420 414 420 414 420 414 420
Heteroskedasticity-robust standard errors in parentheses.
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.

Table 9: Beliefs and Response Time
Notes: This table shows the results for the association between belief bn in opponents choosing a particular
action an and response time (in seconds) and incentive level treatments, controlling for individual character-
istics. Different columns refer to linear regressions relating the reported beliefs referring to a particular action
in a given game (2 Steps in columns (1), (3), (5), and (7); 3 Steps in columns (2), (4), (6), and (8)). Errors across
regressions are correlated by construction and the table is to be taken as describing measures of association
supporting the patterns described in Figure 6. High Own/Opponent Incentives correspond to indicators for
whether the participant and their opponent face a high incentive level. 2 Steps and 3 Steps denote the differ-
ent games in the experiment (see Figure 1). Controls refer to the participants’ age, sex, education, and prior
exposure to game theory.
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Figure 8: Logit Quantal Response Equilibrium: Maximum Likelihood Estimation

Notes: The different figure displays the empirical frequency of choices in the data (blue), the predicted choice
frequencies obtain via maximum likelihood estimation of logit quantal response equilibrium (LQRE, green),
and the predicted choice frequencies obtain via maximum likelihood estimation of subjective logit quantal re-
sponse (SLQRE, red). Subjective logit quantal response corresponds to logistic multinomial regression using
subjective expected payoffs according to participants’ reported beliefs. Different panels correspond to differ-
ent incentive levels (High, (a) and (c), and Low, (b) and (d)) and to different games (2 Steps, (a) and (b), and
3 Steps, (c) and (d)). We restrict observations to cases in which own and opponents’ incentive levels are the
same, since cases for which they do not match would correspond to off-equilibrium play. 2 Steps and 3 Steps
denote the different games in the experiment (see Figure 1). Asymptotically consistent 95% confidence inter-
vals obtained through bootstrapping with 10,000 replications are given for logit quantal response equilibrium
choice frequencies (green whiskers) and for subjective logit quantal response (red whiskers).
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Appendix B. On Alternative Explanations
Social or other-regarding preferences. This experiment was designed to study strategic sophis-
tication in a setting where the participants’ payoffs are not directly affected by the choices of others.
This was done by using a one-shot game and by having participants’ choices not directly affecting
their opponents’ payoffs. This is meant to reduce the potential for social preferences to affect be-
haviour, as participants are not directly affecting the payoffs of others, and so the behaviour of the
participants’ choices is more likely to be driven by the incentives they face rather than by other-
regarding preferences. Consistent with this, we see that best-response rates to stated beliefs (max-
imising own payoffs) are high, whereas other-regarding predictions, such as choosing the action
that maximises the sum of own and opponent’s expected payoff is about half of the best-response
rate and not explaining data better than uniform choice.

Regarding the comparison to other solution concepts, such as maximin choice, note that these do not
depend on the incentive level the participant faces, and so wewould not expect to see any differences
across incentive levels as indeed we do.

Appendix C. Methodology and Experimental Design
The following section discusses some of the details and logic underpinning our design choices and
methodology.

C.1. Participant Pool

Recruitment. After careful consideration of the different options available, we chose to run the
experiment relying on an online participant recruitment platform such as Amazon’s Mechanical
Turk (MTurk) for two main reasons.

First, online platform participants face a more homogeneous opportunity cost of time as other tasks
are readily available to take up and time here is very clearly money. This makes incentives more
salient and mitigates concerns with false negatives due to participants being intrinsically motivated
to perform well regardless of monetary compensation, as could be the case with onsite lab partici-
pants. We also expected online participants to be less likely to have strong other-regarding prefer-
ences than those in the lab.

Second, participants can exit the experiment at any moment, without any inconvenience for them-
selves or others. This is particularly important since the response time data was a substantial focus
of the analysis. Instead, lab participants would (i) need to stay until the end of the experiment, re-
moving much of the cost of taking longer, or (ii) would be able to leave early, disrupting others, or
(iii) would need to come one by one, implying very significant time demands to recruit hundreds
participants.
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The preference for Amazon’s Mechanical Turk (MTurk) as opposed to other platforms such as Pro-
lific simply denotes common practice at the time and convenience. Experiments conducted on
MTurk before the Spring of 2021 have since been replicated with Prolific participants without any
substantial differences (see, e.g., Gonçalves et al., 2024).

Attention and Understanding. One of the main concerns with online experiments is that the
data may be noisy due to inattention or misunderstanding of the tasks. However, several aspects
of our data suggest that participants understood the tasks and were attentive. For instance, best-
response rates to stated beliefs ranged from 40% to 50%with low own incentives and 60% to 70%with
high own incentives. This is comparable to what has been observed in two-player two- and three-
action games (ours have four actions) in the lab, e.g. Nyarko and Schotter (2002); Costa-Gomes
and Weizsäcker (2008); Rey-Biel (2009), as well as more recent lab experiments as Friedman and
Ward (2022), indicating that the participants understand the game. Moreover, participants spent,
on average, between 1 and 2 minutes per round, indicating a reasonable degree of reflection and
reasoning effort.

One of the main concerns with online experiments is that the data may be noisy due to inattention,
which leads the participants to misunderstand the tasks. We believe our data suggests that partic-
ipants did understand the tasks. For instance, note that best-response rates to stated beliefs range
from 40 to 50% with own low incentives and 60 to 70% with high own incentives. This is comparable
to what has been observed in two-player two- and three-action games (ours have four actions) in the
lab, e.g. Nyarko and Schotter (2002); Costa-Gomes and Weizsäcker (2008); Rey-Biel (2009), as well
as more recent lab experiments as Friedman andWard (2022), and so it denotes that the participants
seem to understand the game. Moreover, participants spend on average between 1 and 2 minutes
in one round. This does seem a sensible amount of time which, together with the time spent on
instructions, denotes reflection and reasoning effort.

The instructions were written to be as intuitive as possible. For example, participants were explicitly
informed that they should report their true beliefs and that the accuracy of their guesses would
determine their earnings. Participants were also given the opportunity to familiarise themselves
with the game interface during the instructions.

We strove to inform participants of the experimental design and the incentives as clearly as possible
to be transparent about the task they were asked to do, but we also tried to do it in a manner
as intuitive as possible. We also gave the participants opportunity to familiarise themselves with
the game environment, and so we encouraged them to interact with the interface of the game and
see how it worked during the instructions. At the end the instructions there was a quiz to help
participants consolidate their understanding of the experiment.

The average time spent on instructions was 12 minutes (median of 10 minutes), and attrition was
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low, further suggesting that at least a majority of the participants understood the task. Moreover, the
fact that instructions were provided before revealing the incentive levels suggests that any "noise" in
the data would be consistent across incentive levels, making it less likely to confound our treatment
effects.

Incentives for Belief Reporting. One advantage of using probability points for belief elicitation
is that it allows us to present the same game representation to participants, independent of payoffs.
This design choice helps isolate the effects of incentives on behaviour while holding the underlying
game structure constant.

Our experimental design induces incentive-compatible elicitation of both actions and beliefs under
weak assumptions.

To achieve this, we (i) restricted the experiment to a single round to prevent non-feedback learning
(Weber, 2003) and boredom, and (ii) paid participants for either their action choice or their belief
report, but not both. This payment scheme minimises the potential for hedging between the two
tasks, which could arise if participants are uncertain about the opponent’s action distribution. By
making the choice of which task to pay for independent of the payment level, we ensure incentive
compatibility regardless of risk attitudes or uncertainty about the opponent’s behaviour.
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Online Appendices

Online Appendix A. Additional Tables and Figures

A.1. Sample Characteristics

The questionnaire asked basic demographic information: age, sex, education level, education field,
and prior exposure to game theory. Participants’ age ranged from 20 to 73 years olds, with an average
of about 37 years and standard deviation of about 11 years with the distribution being right-skewed;
44.36% of the participants identified themselves as women and 55.64% as men. Reported education
ISCED levels are presented in Table 10, and education fields in Table 11. 81% of the participants
claimed to have no prior exposure to game theory, 11.15% had been exposed to game theory but
outside an academic environment, and 7.89% had had formal training in game theory. We verified
that the samples across treatments were balanced by relying on t-tests for means (age) and Fished-
exact tests of independence (sex, education, and exposure to game theory).

Education Level
ISCED Level ≤2 3 4 5 6 7 8
Count 8 107 43 228 352 93 3

Table 10: Participants per Education ISCED Level
Notes: ISCED levels are as follows: ≤2: Incomplete high school or less; 3: High school; 4: Business, technical,
or vocational school after high school; 5: Some college or university qualification, but not a bachelor, 6:
Bachelor or equivalent; 7: Master or post-graduate training; 8: Ph.D.

Education Field Count
Agriculture, Forestry, Fisheries and Veterinary 6
Arts and Humanities 128
Business, Administration and Law 146
Computer Science, Information and Communication Technologies 130
Economics 29
Education 42
Engineering, Manufacturing and Construction 34
Generic 107
Health and Welfare 54
Mathematics and Statistics 21
Natural Sciences 44
Services (Transport, Hygiene and Health, Security and Other) 39
Social Sciences and Journalism 54

Table 11: Participants per Education Field
Notes: This classification corresponds to ISCED field education classification, to which economics was added
as a separate category.
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Online Appendix B. Instructions and Interface
Belowwe reproduce screenshots with the instructions, practice rounds, the only main (incentivized)
round, and the final questionnaire.
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Instructions
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Captchas

Practice Rounds
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Main Task
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Questionnaire
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Payment
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