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Indi�idual Types and Actions. Every individual makes one choice from a finite
� 4action menu MM� 1, . . . , M , with M�2 actions. We allow for heterogeneous

preferences of successive individuals�the only other random element. A model
with multiple but observable types is informationally equivalent to a single
preference world. So assume instead that all types are private information.
There are finitely many rational types t�1, . . . , T with different preferences. Let
�t be the known proportion of type t.

We also introduce M crazy types. Crazy type m arrives with chance � �0,m
and always chooses action m. One could view these as rational types with state
independent preferences, and unlike everyone else, a single dominant action.

Ž .We assume a positive fraction ��1	 � 
 ��� 
� �0 of payoff-motivated1 M
rational individuals. Rational and crazy types are spread i.i.d. in sequence, and

² :independently of the belief sequence p .n
� 4 sŽ .Payoffs. In state s� H, L , each rational type t earns payoff u m fromt

Ž t .action m for precision, sometimes a , and seeks to maximize his expectedm
Ž .payoff. For each rational type, M� M �2 actions are not weakly dominated,t

and generically no one action is optimal at just one belief, and no pair of actions
Ž .provides identical payoffs in all states. Each type t thus has S� 2 extreme

actions, each strictly optimal in some state. The other M 	2 insurance actionst
are each taken at distinct intervals of unfocused beliefs.

� �Given a posterior belief r� 0, 1 that the state is H, the expected payoff to
H Ž . Ž . LŽ .type t of choosing action m is ru m 
 1	 r u m . Figure 1 depicts the nextt t

summary result.

� � t tLEMMA 1: For each rational type t, 0, 1 partitions into subinter�als I , . . . , I1 Mt

touching at endpoints only, with undominated action m� MM � MM optimal exactlyt
for beliefs r�I t .m

With multiple types, we must introduce T labels for every action. Permuting
MM , we order rational type t ’s actions at , . . . , at by relative preference in statet 1 Mt

H, with at most preferred. So to be clear, if we order actions from least to mostM
preferred by type t in state H, then action m has rank ��� t if m�at . Bym �

FIGURE 1.�Expected payoff frontier. The diagram depicts the expected payoff of each of three
actions as a function of the posterior belief r that the state is H. A rational individual simply
chooses the action yielding the highest payoff. Here 2 is an insurance action, and 1 and 3 are
extreme actions.


